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Abstract

Recommender systems have become extremely common in recent years. Companies,

such as Amazon or eBay, developed a large number products to meet different needs

of customers. A increasing number of options are available to customers in the era of

E-commerce. Thus, in this new level of customization, in order to find what they really

need, customers must process a large amount of information provided by businesses.

One solution to ease this overload problem is recommender systems. On one hand,

traditional recommender systems recommend items based on different criteria, such as

the past preference of users or user profiles. On the another hand, deep learning tech-

niques achieve promising performance in various areas, such as Computer Vision, Audio

Recognition and Natural Language Processing. However, applications of deep learning

in recommender systems have not been well explored yet. In this article, we firstly

introduce traditional techniques involved in recommender systems and deep learning

in the first chapter. And then, a survey and critique of several state-of-the-art deep

recommendation systems will be provided in the following chapters.
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Chapter 1

Introduction

1.1 Recommender Systems

During the last decade, the variety and number of products and services provided by

companies has increased dramatically. Companies produce a large number of products

to meet the needs of customers. Although this gives more options to customers, it makes

it harder for them to process the large amount of information provided by companies.

Recommender systems are designed to help customers by introducing products or ser-

vices. These products and services are likely prefered by them based on user preferences,

needs, and purchase history. Nowadays, many people use recommender systems in their

daily life such as online shopping, reading articles, and watching movies.

Given a set of users U and a set of items V , a recommender systems is designed to

recommend items to the users according to the their purchase history or past ratings.

Usually, a recommeder system recommends items by either predicting ratings or pro-

viding a ranked list of items for each user. And, two kinds of techniques involved in

recommender systems are: Collaborative Filtering and Content-based recommendations.

1.1.1 Collaborative Filtering

Collaborative Filtering (CF) technique is a popular and well-known technique involved

in recommender systems. Many of the prominent recommendation approaches, such as

[1–3], are based on Collaborative Filtering (CF) technique [4].

Collaborative Filtering (CF) follows a simple observation that users tend to buy items

preferred by users with similar tastes. For example, in Table 1.1, user U1 tends to buy

item I2 since both user U1 and U4 prefer I1 and user U4 gives high rating for item I2.

1
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In a common Collaborative Filtering (CF) setting, there is a collection of preferences

from users. For example, a list of M users {u1, u2, ..., uM} and a list of N items

{i1, i2, ..., iN} are given. A list of items, iui , has been rated by user ui. The ratings

can either be explicit indications on a 1-5 scale, or implicit indications. Implicit indi-

cations are generally implicit feedback, such as purchases or click-throughs, from users.

CF techniques can be either memory-based or model-based.

1.1.1.1 Memory-based CF

In memory-based CF systems, recommendations or predictions are made based on sim-

ilarity values. Rating data is used to calculated the similarity or weight between users

or items.

There are several advantages of memory-based CF. First of all, since we only need to

calculate similarity, it is easy to implement. Second, memory-based CF systems are

scalable to large size data. Third, most of memory-based systems are online learning

models. Thus, new arrival data can be handled easily. At last, the recommendation

results can be understood and can provide feedback to explain why recommend these

items. However, several limitations are also existed in memory-based CF techniques.

For example, since the similarity values are based on common items, when data are

sparse and common rated items are very few, the recommendation results are unreliable

and not accurate.

Neighbor-based CF is one of the most representative memory-based CF models. Neighbor-

based CF involves in two steps: similarity calculation and prediction. In the similarity

calculation step, the similarity values can be measured between users or items.

For example, the pearson correlation [5] between two users u and v is as following:

wu,v =

∑
i∈I (ru,i − r̄u)(rv,i − rv)√∑

i∈I (ru,i − r̄u)2
√∑

i∈I (rv,i − r̄v)2
(1.1)

where the i ∈ I sums over the items that are rated by both user u and user v.

Vector Cosine-based Similarity is another similarity metric used to measure the difference

between documents. Documents are represented as a vector of word frequency. In

neighbor-based CF, Vector Cosine-based Similarity is adopted to compute the similarity

across users or items. As shown in Eq. 1.2, Vector Cosine-based Similarity between
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Table 1.1: An example of rating matrix

I1 I2 I3 I4
U1 4 ? 5 5
U2 4 2 1
U3 3 2 4
U4 4 4
U5 2 1 3 5

item i and item j can be derived.

wi,j = cos(
−→
i ,
−→
j ) =

−→
i • −→j∥∥∥−→i ∥∥∥ ∗ ∥∥∥−→j ∥∥∥ (1.2)

where • denotes the dot product of two vectors.

In neighbor-based CF, to generate recommendations or predictions for user u, we use

similarity to generate a set of users that are close to user u. Then, the prediction of user

u can be calculated by using ratings from the set of users [6].

1.1.1.2 Model-based CF

Model-based CF, which is based on machine learning or data mining models, finds com-

plex rating patterns in training data. After the training process, model-based CF models

are expected to make intelligent predictions or recommendations for users. Model-based

CF algorithms are developed to counter the shortcomings of memory-based CF models.

One of simple model-based CF models to make recommendations is Naive Bayes (NB).

In NB, we assume that features are independent with each other. When we apply NB to

recommder systems, a similar assumption is used. For example, as shown in Table 1.1,

to derive the probability of what rating user U1 will give to item I2, we can calculate as

Eq. 1.3

rating = argmax p(r|U2 = 2, U4 = 4, U5 = 1)

= argmax p(r)p(U2 = 2|r)p(U4 = 4|r)p(U5 = 1|r) (1.3)

Several researchers conduct experiments to exploit potential of NB in recommender

systems. In the work of [7], NB is used to solve the recommendation problem in a

binary rating matrix. They show that better recommendations than neighbor-based

CF systems can be achieved by a simple NB based recommender systems. In addition,
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[8] validates that Bayesian Network Classifier is also effective to the recommendation

problem.

Clustering algorithms are also useful in recommender systems. Clustering algorithms are

unsupervised learning algorithms and designed to cluster objects into different categories

without label information. In CF, clustering usually can be used as an intermediate

step. First, one clustering algorithm, such as K-Means, is used to cluster users or items

into different groups. Then, the conditional probability of ratings for an item can be

calculated based on their group information.

The most successful model-based CF techniques is Matrix Factorization (MF) [1]. They

find common factors that can be the underlying reasons of the ratings given by users.

For example, in a movie recommender system, these factors can be genre, actors, or

director of movies that may affect the rating behavior of users. Matrix factorization

techniques not only find these hidden factors, but also give the importance of them for

each user and how each item satisfies each factor. Matrix factorization techniques get the

matrix containing all the available ratings and find a feature set for each user and item

as the result of the factorization process. Then, a rating that each user assigns to each

item can get estimated by the scalar product of the two feature vectors corresponding

to those user and item. In this way, users with similar preference will have similar latent

features, and items which are favored by similar users will share similar latent features.

As shown in Eq. 1.4, MF approximates the rating matrix R with two matrices: U

and V , which can be viewed as latent factors of users and items, respectively. Each

row of matrix U and each column of matrix V are the latent factors of a user or item

respectively. By multiplying latent factors of a user to latent factors of an item, we get

an estimation of the corresponding rating.

R ≈ U × V (1.4)

[9] presents Probabilistic Matrix Factorization (PMF) which extends MF into the proba-

bilistic framework. Instead of approximating the rating matrix R by using two low-rank

matrices U, V , PMF models matrices U, V with two Gaussian distributions. As seen in

Fig. 1.6, user and item matrices U and V are drew from Gaussian distributions. The

probability of rating matrix R can be calculated as Eq/ 1.5

p(R|U, V, σ2) =

N∏
i=1

M∏
j=1

[
N(Rij |UTi Vj , σ2)

]Iij
(1.5)
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Figure 1.1: The Graphic Model for PMF

Thus, the learning process of PMF is that given ratings R and hyper-parameters {σ2, σ2V , σ2U},
maximize the log-posterior as Eq. 1.6

lnp(U, V |R, σ2, σ2U , σ2V ) =
1

2σ2

N∑
i=1

M∑
j=1

Iij(Rij − UTi Vj)
2 − 1

2σ2U

N∑
i=1

UTi Ui −
1

2σ2V

M∑
j=1

V T
j Vj

− 1

2

 N∑
i=1

M∑
j=1

Iij

 lnσ2 +NDlnσ2U +MDlnσ2V

+ C

(1.6)

Although PMF achieves better performance than MF, similar to MF, PMF only uses

rating data and fails to utilize content information to deal with the sparsity problem.

The lack of ratings hinder PMF to produce high quality recommendations for users with

few ratings. In addition, PMF is still a shallow model and unable to capture complex

rating patterns existing in rating data.

1.1.2 Content-based Recommender Systems

Although model-based CF achieves great success and attracts a lot attention, model-

based CF still has some drawbacks. The most important one is that most of model-based

CF models suffer from the sparsity problem. For those users who provide no ratings,

model-based CF is unable to generate reasonable recommendations.

To deal with the sparsity problem, researchers propose Content-based Recommender

Systems. These approaches utilize different resources, such as item information or user

profiles, to learn latent factors of users or items. In this manner, even one user provides

little ratings, the preference of the user can still be inferred.

Many existing works [10–12] only separately studied ratings and reviews. Studies on

reviews often concentrate on analyzing product features and sentiment [13, 14]. One of
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the pioneer works that explored using reviews to improve the rating prediction is done by

[15]. It found that reviews are usually related to different aspects, such as price, service,

positive or negative feelings, and these aspects can be exploited for rating prediction.

Further works [16, 17] attempt to discover aspects from review text by using topic

modeling in an unsupervised manner. In [18], the authors propose to employ Topic

Modeling to discover latent aspects from either item or user reviews and predict ratings in

an unified model. They adopt an objective function that combines the accuracy of rating

prediction and the likelihood of the review corpus. This method achieves significant

improvement, compared with models which only use ratings or reviews. Similar to [18],

[19] also adopts Topic Modeling to discover latent factors from item reviews but employs

a mixture of Gaussian to model ratings.

Collaborative Topic Modeling [20] is designed to recommend articles. User and item

latent factors are modeled by a Gaussian distribution while item reviews are generated

from a topic distribution. Since both user reviews and item reviews reflect the character-

istics and latent aspects of corresponding users and items, [21] leverages user information

with a combination between collaborative filtering and aspect based opinion mining.

However, unlike we learn features automatically from reviews, it use hand-crafted tex-

tual or user-relevant features. [22] proposes a probabilistic model based on collaborative

filtering and topic modeling. This approach uncovers aspects and sentiments of users

and items. But, it does not incorporate ratings during modeling reviews.

[23] simultaneously exploits ratings and user and item reviews. But, this method suffers

from a scalability problem and can not deal with new coming users and items. Overall,

a limitation of the above studies is that their textual similarity is solely based on lexical

similarity. If two reviews are semantically related but use different words, these models

may not consider the two reviews to be similar. As we know, the vocabulary in English

is very diverse and two reviews can be semantically similar even with low lexical overlap,

so semantic meaning is especially important and has been lost in the works above. What

is more, in these works, reviews are represented by using bag-of-words. Therefore, word

order existed in reviews have not been preserved.

1.2 Deep Learning

Most of machine learning algorithms, such as Support Vector Machine (SVM) or Logistic

Regression, are of shallow architectures. Typically, shallow models consists of one or

two layers. Although these models achieve good performance and dominant in the 90’s,
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due to its limited representation learning capacity, they have difficulties in modeling

complicated data, such as text, images and audios.

Recently, experimental results suggest that in order to train better AI models, deep

architecture is needed. Before that, models with two or three layers at most perform

better than deep models. Deep models tend to give worse results and become harder

to train. Until 2006, [24] shows that with a layer-wise training strategy, a Deep Belief

Network (DBN) can be successfully trained to predict hand written digits. This is

the first attempt and success to train a deep model. Before that, researchers have not

seriously exploited deep models due to lack of data and computational power. Generally,

deep architecture models consist of multiple layers and can learn a hierarchy of features

from low-level features to high-level ones.

A DBN is formed with a stack of Restricted Boltzmann Machines (RBM). In its first two

layer, we train a two layer RBM with one visible layer and one hidden layer. Then, the

activation probabilities of the hidden layer forms a visible layer to learn another hidden

layer. In this manner, RBM can be stacked to learn a multi-layer DBN.

Another type of deep models are Deep Neural Networks (DNN). DNN is Multi-Layer

Perceptron (MLP) with many hidden layers. Back-propagation (BP) [25] is employed

to learn DNN. The success of DNN is due to two techniques: a larger number of hidden

units and better parameter initialization techniques. A DNN with large number of

hidden units can have better modeling power. Even the learned parameters of the DNN

is a local optimal, the DNN can performs much better than those with less hidden units.

However, in order to converge to a local optima, a DNN with large number of units also

requires more training data and more computational power. This also explains why DNN

becomes popular until recently. Leaning a DNN is a highly non-convex problem, It is no

doubt that better parameter initialization can lead to better performance. Researchers

[26] found that parameters of DNN can be initialized with the learned parameters of a

DBN with the same architecture.

Deep Auto Encoder (DAE) is a special type of DNN. The difference between DAE and

DNN is that DAE is an unsupervised learning algorithm and the input and output of

DAE are the same. By forcing the input and output to be the same, the output of the

middle layer can be regarded as dense representations. Similar to DNN, DAE can also

be pre-trained by using DBN. [27] proposed a pre-training technique to learn a ”deep”

autoencoders with multiple layers. This technique involves treating each neighboring set

of two layers as a restricted Boltzmann machine. In this manner, the pre-training proce-

dure approximates a good parameter initialization. Then, they use a back-propagation

technique to fine-tune the pre-trained model.
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Figure 1.2: The architecture of CNN

Convolutional Neural Network (CNN) is one of the most successful deep models in the

application of Computer Vision and are biologically-inspired variants of MLPs. As shown

in Fig. 1.2, the main components of CNN are convolutional layers and subsampling

layers. In its convolutional layers, the outputs of the previous layer are fed into a a set

of convolutional filters and generate a set of filtered results. Then, these results are sub-

sampleed based on their activations in a following sub-sampling layer. Convolutional

layers and sub-sampling layers can be alternatively added to build a deep CNN model.

As a class of deep models for learning features, the Convolutional Neural Networks

(CNN) learns a hierarchy of increasingly complex features. Without building hand-

crafted features, these methods utilize layers with convolving filters that are applied on

top of pre-trained word embeddings. Moreover, in benefiting from the shared weights,

CNNs have fewer parameters than traditional feed-forward neural networks.

Deep Learning technique [24, 27–30] is a hot and emerging area in both data mining

and machine learning communities. These models can be trained by either supervised

or unsupervised approaches. Deep learning models are initially applied to the field of

Computer Vision and Audio, Speech, and Language Processing. It outperformed many

state-of-the-art models [24, 28, 31, 32]. Later deep models have shown their effectiveness

for various NLP tasks. These tasks include semantic parsing [33], machine translation

[34], sentence modeling [35] and a variety of traditional NLP tasks [36].

Deep learning has recently been proposed for building recommender systems for both

collaborative and content based approaches. In [37], it shows that a Restricted Boltz-

mann Machines (RBM) model can slightly outperforms Matrix Factorization. In [38]

and [39], deep models are introduced to learn embedding from music. Due to the suc-

cess of Multi-view deep learning [40, 41], some researchers propose to learn latent factors

from different sources. [42] builds a multi-view deep model to learn a rich feature set

for users from their web browsing history and search queries. But, all approaches above

ignore review text.
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To utilize information from text, [43] integrates an autoencoder and PMF. Item text is

represented by using bag-of-words and taken as input to the autoencoder to learn item

features. User features are modeled by a Gaussian distribution. However, they do not

jointly model users and items from text. In addition, this approach is only suitable for

one-class collaborative filtering problems [44].



Chapter 2

Restricted Boltzmann Machines

for Collaborative Filtering

In the work of [37], they introduce a two-layer Restricted Boltzmann Machines (RBM)

to model ratings. Since maximum likelihood estimation is intractable in these models,

they show that optimization can be done efficiently by following an approximation to

the gradient of a different objective function.

2.1 The Model

Here, we suppose that we have N users, M items and ratings ranging from 1 to K. If

each user rated all items, each user can be used as a training example for a RBM with

M visible softmax units. And, these visible units are fully connected to a set of hidden

units. However, since only a few items are rated by one user in a recommender system,

most of ratings are missing. To solve this problem, the authors propose to use a different

RBM for each user. An RBM only has visible softmax units for the items rated by the

corresponding user, which means an RBM has few connections if the user rated only a

few movies. Figure 2.1 shows an RBM for one user. As we can see, only those rated

items have connections with hidden units. If user a and user b rated the same item,

their RBMs share weights connected to the corresponding visible unit.

Given a set of hidden units h, the observed binary rating matrix V can be derived as:

p(vki = 1|h) =
exp(bki +

∑F
j=1 hjW

k
ij)∑K

l=1 exp(b
l
i +
∑F

j=1 hjW
k
ij)

(2.1)

10
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Figure 2.1: Architecture of one RBM

where bki is is the bias term of rating k for item i, hj is the value of jth hidden unit, W k
ij

is the weight connecting rating k of item i and jth hidden unit.

Similarly, given a set of visible units v, the hidden units h can be derived as:

p(hj |v) = σ(bj +
m∑
i=1

K∑
k=1

vkiW
k
ij) (2.2)

where σ(x) is the logistic function.

2.2 Learning

In the learning procedure, gradient ascent is employed to maximize the log-likelihood.

The gradients can be obtained as Eq. 2.3:

∆W k
ij = ε

∂logp(V )

∂W k
ij

= ε
(〈
vki hj

〉
data
−
〈
vki hj

〉
model

) (2.3)

where ε is the learning rate. In Eq. 2.3,
〈
vki hj

〉
data

is defined as, in the data, the fre-

quency of both item i with rating k and jth hidden unit turned on together.
〈
vki hj

〉
model

is defined as the expectation with respect to the distribution of the model. However, com-

puting
〈
vki hj

〉
model

directly is intractable. To avoid compute
〈
vki hj

〉
model

, they propose

to approximate the gradient of the objective function by using ”Contrastive Divergence
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[45]” as following:

∆W k
ij = ε

(〈
vki hj

〉
data
−
〈
vki hj

〉
T

)
(2.4)

where
〈
vki hj

〉
T

denotes samples from running Gibbs sampler by using Eq. 2.1 and Eq.

2.2 for T steps.

2.3 Prediction

Given observed ratings V, we can employ Eq. 2.2 to calculate the states of its hidden

units and then apply the following formula to calculate the expected value for a movie

i:

pi =
∑
k

p(vki = 1|h)k (2.5)

2.4 Critique

Although the authors show that RBM can be successfully applied to the recommenda-

tion problem and slightly outperforms traditional Matrix Factorization, the proposed

model is not deep enough and only consists of 2 layers. Learning deep models has been

successfully applied in the domain of modeling temporal data [46] and learning word

embedding [47, 48]. Training a deeper RBM is helpful for capturing hierarchical latent

factors of users and items and more accurately modeling ratings.

RBM does not make use of content information, such as user profiles or review texts.

RBM is typically used with rating data where most ratings are missing and take advan-

tage of this fact for computational tractability. As a result, the proposed model can not

deal with the cold start problem [49], where recommender systems are required to give

recommendations to novel users who have no preference on any items, or recommending

items that no user of the community has rated yet. However, content information is

proved to be effective to reduce the cold start problem [49].



Chapter 3

Collaborative Deep Learning for

Recommender Systems

To address the cold start problem, [43] introduces Collaborative Deep Learning (CDL)

to utilize review texts and ratings. [43] introduces CDL to integrate a bayesian Stack

Denoise Auto Encoder (SDAE) [50] and Collaborative Topic Regression (CTR) [20] learn

latent factors of items from review texts and draw a latent user vector from Gaussian

distribution.

3.1 Collaborative Deep Learning

To learn from review text of each item, CDL represents its reviews by using bag-of-words

scheme. All J items is represented by a J × S matrix Xc, where the jth row of Xc is

the bag-of-words vector Xc,j∗ of vocabulary size S for item j. As shown in Fig. 3.1,

these vectors can be fed into a bayesian SDAE network to learn item latent factors.

The input X0,j∗ and output Xc,j∗ of the network are forced to be the same. Thus, the

middle layer of the network can be viewed as a compressed representation of the items

vj . Simultaneously, latent factors of user ui is drew from a Gaussian distribution and

the rating predictions are modeled by another Gaussian distribution with the mean of

ui
T vj . The generative process of CDL can be defined as:

1. For each layer of the SDAE network

(a) For each column n of the weight matrix Wl, draw Wl,∗n from N(0, λ−1w IKl
)

(b) Draw the bias term bl from N(0, λ−1w IKl
).

(c) For each row j of Xl, draw Xl,j∗ from Delta(σ(Xl−1,j∗Wl + bl)).

13
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Figure 3.1: A 4-layer SDAE

Figure 3.2: Architecture of CDL

2. For each item j

(a) Draw a clean input Xc,j∗ from N(XL,j∗, λ
−1
n IJ).

(b) Draw a latent item offset vector εj from N(0, λ−1v IK) and then set the latent

item vector as: vj = εj + XT
L/2,j∗.

3. Draw a latent user vector for each user i: ui from N(0, λ−1u IK)

4. Draw a rating rij from N(ui
T vj , c

−1
ij ).

3.2 Learning the Parameters

To train CDL, we have two sets of parameters to be optimized: parameters of the

network {Wl, bl} and latent factors {ui, vj}. Note that latent factor of items are the

outputs of the middle layer XL/2. Thus, the middle layer XL/2 serves as a bridge to

connect the network and rating modeling.
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Given hyper parameters {λu, λv, λw, λn}, the log likelihood of CDL can be derived as:

L =− λu
2

∑
i

‖ui‖22−
λw
2

∑
l

(‖Wl‖2F+(‖bl‖22)−
λv
2

∑
j

∥∥∥vj − fe(X0,j∗,W
+)

T
∥∥∥2
2

− λn
2

∑
j

∥∥fr(X0,j∗,W
+) −Xc,j∗

∥∥2
2
−
∑
i,j

ci,j
2

(ri,j − uTi vj)
2

(3.1)

where −λu
2

∑
i ‖ui‖

2
2 and −λw

2

∑
l (‖Wl‖2F+(‖bl‖22) are regularization terms, the square

error between latent factors of items vj and the output of the middle layer fe(X0,j∗,W
+)

is minimized by −λv
2

∑
j

∥∥∥vj − fe(X0,j∗,W
+)

T
∥∥∥2
2
. To force the input and output of the

network to be the same, −λn
2

∑
j

∥∥∥fr(X0,j∗,W
+) −Xc,j∗

∥∥∥2
2

is introduced. In addition,

−
∑

i,j
ci,j
2 (ri,j − uTi vj)

2
approximates ratings by the inner product of ui and vj .

To maximize the log-likelihood of CDL, an EM-style algorithm has been proposed. First,

we fix {Wl, bl}, ui and vj can be optimized by coordinate ascent. We compute the

gradients of L with respect to ui and vJ and set them to zero, leading to the following

updating rules 3.2 and 3.3:

ui ← (V CiV
T + λuIK)

−1
V CiRi (3.2)

vj ← (UCiU
T + λvIK)

−1
(UCjRj + λvfe(X0,j∗,W

+)
T

) (3.3)

Second, fixing ui and vj , they use the back-propagation to learned weights and bias:

{Wl, bl}.

3.3 Critique

CDL is the first deep model to learn from review texts for recommender systems. It

seemly integrates an Auto Encoder and CTR to model ratings. However, CDL still has

several shortcomings.

First, CDL only models item review texts. In recommender systems, user provides

reviews to express their feelings. These review texts can be utilized to learn preference

of users.

Second, review texts are represented by using bag-of-words scheme. As we know, bag-

of-words vectors only convey the frequency of words. If two reviews are semantically

related but use different words, CDL, which uses bag-of-words, may not consider the two

reviews to be similar. The vocabulary in English is very diverse and two reviews can

be semantically similar even with low lexical overlap, so semantic meaning is especially
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important. However, semantic meanings, which are essential for reveal user attitudes

and item properties, are lost in CDL.

At last, in CDL, word order is ignored. However, in many text modeling applications,

word order is extremely important [51]. To further improve the performance of CDL,

word order should be taken into consideration while modeling review texts.



Chapter 4

Deep Content-based Music

Recommendation

It is well known that Collaborative Filtering can generally outperform content-based

methods [52]. However, it is not valid when recommending items that have not been

consumed before. To alleviate the cold start problem in music recommendation, some

recommender systems recommend music based on metadata, such as genre, artist and

album. But, the recommendation results are predictable and not useful. Recommender

systems should recommend items that users are unknown of. A better approach is to

analyze music signals to recommend similar songs users have previously listened to. To

capture high level features from music signals, the authors introduce a deep CNN model

to learn latent factors from music signals.

4.1 Weighted Matrix Factorization

In a music system, we only know what songs a user has listened to and how many times

the user has played a song. This is implicit feedback and users never provide explicit

rating. This setting is distinct with traditional matrix factorization. Traditional matrix

factorization is designed to predict ratings. Weighted Matrix Factorization (WMF)

[53] is a modified matrix factorization and for implicit datasets. WMF introduces two

variables:

pui = I(rui > 0) (4.1)

cui = 1 + α log (1 + ε−1rui) (4.2)

where rui is the rating given by user u to item i. I(x) is a indicator function. Variable

pui indicates whether user u prefer item i and cui is a confidence variable.

17



Contents 18

Thus, the objective function of WMF can be written as:

min
x∗,y∗

∑
u,i

cui(pui − xTu yi)
2

+ λ(
∑
u

‖xu‖2
∑
i

‖yi‖2) (4.3)

4.2 Deep Convolutional Neural Network

Since CNN is a supervised deep model, authors use latent factors learned by WMF as

ground truth to train a deep CNN with music signals as inputs. The paper introduces

two objective functions, as Eq. 4.4 and Eq. 4.2, to train a CNN.

min
θ

∥∥yi − y′i∥∥2 (4.4)

min
θ

∑
u,i

cui(pui − xuy′i)
2

(4.5)

In Eq. 4.4, the CNN is trained to minimize the square error between the output vector

of CNN(y′i) and item latent factors(yi) learned by WMF. In Eq. 4.2, the objective

function is used to train the CNN. θ denotes the parameters of the CNN.

4.3 Critique

This paper introduced the first deep model for music recommendation and demonstrated

effective features can be learned from music signals via deep models. However, there are

still several potential flaws.

First, the proposed model employs latent factors learned from WMF as ground truth

to train a deep CNN. Although WMF is efficient to learn latent factors from implicit

feedback, features approximated by WMF is still is not accurate enough to be used as

ground truth to train CNN.

Meta data, such artists, genre or album, is not utilized. Although CNN can capture

patterns existing in music signals, meta data is still informative and can be fused to

learn item features.



Chapter 5

CoNN: Joint Modeling of Users

and Items Using Reviews for

Recommendation

To jointly model users and items using review texts for rating prediction problems, we

propose Cooperative Neural Network (CoNN) to learn hidden latent features for users

and items jointly using two coupled neural networks such that the rating prediction

accuracy is maximized. One of the networks models user behavior using the reviews

written by the user, and the other network models item properties using the written

reviews for the item. The learned latent features for user and item are used to predict the

corresponding rating in a layer introduced on the top of both networks. This interaction

layer is motivated by matrix factorization techniques [1] to let latent factors of users and

items interact with each other.

To capture semantic meaning existing in review texts, CoNN represents review texts

using pre-trained word-embedding technique [47, 54, 55] to extract semantic information

of the reviews. Recently, this representation has shown very good results in many

Natural Language Processing (NLP) tasks [47, 48, 56, 57].

5.1 Architecture

The architecture of the proposed model for rating prediction is shown in Figure 5.1. The

model consists of two parallel neural networks coupled in the last layer, one network for

users (Netu) and one network for items (Neti). User reviews and item reviews are

given to Netu and Neti respectively as inputs, and corresponding rating is produced as

19
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Figure 5.1: The architecture of CoNN

the output. In the first layer, denoted as look-up layer, review text for users or items

are represented as matrices of word embeddings to capture the semantic information

in the review texts. Next layers are the common layers used in CNN based models to

discover multiple levels of features for users and items, including convolution layer, max

pooling layer, and fully connected layer. Also, a top layer is added on the top of the

two networks to let the hidden latent factors of user and item to interact with each

other. This layer calculates an objective function that measures the rating prediction

error using the latent factors produced by Netu and Neti. Note that Netu and Neti

only differ in their inputs.

5.2 Network Training

J =
∑

(u,i,rui)∈T

(rui − xTu yi)
2

(5.1)

Given a set of training set T consists of N tuples, we optimize the model through

stochastic gradient descent over shuffled mini-batches. Our network is trained by min-

imizing Eq. 5.1. First, we take derivatives of J with respect to xu and yi, as shown in

Eq. 5.2 and Eq. 5.3.
∂J

∂xu
=

∑
(u,i,rui)∈T

−2(rui − xTu yi)yi (5.2)
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∂J

∂yi
=

∑
(u,i,rui)∈T

−2(rui − xTu yi)xu (5.3)

Once we have estimated gradients with respect to xu and yi, we use backpropagation al-

gorithm [25] to efficiently compute gradients of networks as the one proposed in [28, 56].

Because the parameters are in different layers of our networks, we apply the differenti-

ation chain rule through the network until the first layer is reached.

Given the network with parameter set θ, mini-batch Stochastic Gradient Descent (SGD)

[58] is used to minimize Eq. 5.1 with respect to θ. In each iteration, SGD randomly se-

lects a batch of training examples (u, v, r) from the training set, computes its derivatives

with respect to each parameter of the model and updates its parameters. The update

rule is as following:

θ ← θ − λ∂J
∂θ

(5.4)

where λ is the learning rate.

5.3 Critique

Generally, Cooperative Neural Network (CoNN) is based on an observation that both

user reviews and item reviews can reveal different aspects of users and items, this model

couples two Neural Networks together. User reviews and item reviews are taken as

inputs to discover user and item features. By introducing a shared layer on the top of

these two NNs to couple them together, user and item representations are mapped into

a common feature space and can effectively interact with each other to accurately model

ratings.

One drawback of CoNN is that, similar to MF, CoNN can not deal with those users

or items without ratings. Although experiments show that CoNN is effective to those

users with a few ratings, CoNN is unable to handle users without a single rating. In the

future, to enable CoNN produce reasonable recommendations to newly joining users, we

can incorporate user information, such as ages or gender, into the model.



Chapter 6

Conclusion

In this article, we firstly introduce techniques involved in deep learning and recommender

systems. Then, a survey and critique of deep learning on recommender systems are

provided.

Although deep learning poses a great impact in various areas, deep learning techniques

applied to recommender systems have not been fully exploited. Traditional recommender

systems tend to recommend items based on ratings. However, due to the data sparsity

problem, information existing in ratings is not sufficient to approximate latent factors

of users and items. To alleviate the data sparsity problem, content-based recommender

systems are introduced. Besides ratings, there are additional information, such as re-

view texts, images or user profiles, can be utilized. Content-based recommender systems

exploit these information to learn user preferences and item properties. However, most

of content-based approaches are based on hand-crafted features for users and items.

Although these features can be effective in different circumstances, hand-crafted fea-

tures often require extensive human labor and often rely on expert knowledge. Also,

usually, hand-crafted features are not generalized well. Deep learning techniques en-

able model to automatically learn features for users and items from different resources.

These features are generalized well and can be effectively used to improve the quality of

recommendation.

In the work of [9], they build a RBM model to capture user and item rating patterns.

Although this model only utilize ratings and is not deep enough to capture complex

features, it achieves better results by comparing to MF. It is the first attempt to apply

deep learning techniques to recommender systems and show encouraging results. Later,

due to the advantage of deep learning in modeling text, audio and images, contented-

based deep recommender systems are introduced. By either modeling text or audio

22
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signals, these deep models alleviate the sparsity problem and achieves state-of-the-art

performance.

Overall, due to the limitation of the traditional recommendation approaches, the poten-

tial of content information has not been fully exploited. With the help of the advantage

of deep learning in modeling different types of data, deep recommender systems can

better understand what customers need and further improve recommendation quality.
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